Mean/SD/N in NLR.
1) LS fitting

1.1) LS fitting without weighting

Here is the way of handling this format for LS fitting.

Let’s consider the merit function assuming that we have all replicate values (not Mean/SD/N)
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, now let’s drop this sum on groups by replicates
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, where

i – marks i-th row,

Xi – x from i-th row, it’s the same for all replicates in i-th row

Yji – j-th replicate at i-th row

Ni – number of replicates in i-th row

Now let’s perform some algebraic transformations upon i-th element of the sum:
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Now let’s set back obtained results in the expression for Chi^2
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        (*)

So, we obtained the form of Chi^2 when we know only Mean/SD/N but not all replicates. Note that this info is enough for fitting. Also, note that for simplest case when Ni = 1, YMeani = Yi, YSDi = 0 and Chi^2 looks like Chi^2 = Sum(Yi – F(Xi))^2.

1.2) LS fitting with weights
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, let’s drop this sum on groups by replicates as above
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Now let’s try to apply the same considerations as above. We are not able to do it if Wi is different for each replicate. But it’s obvious that weighting factor have to be the same for the same X. Let’s consider weighting factors we have now. 

1/Y^2: since we consider it as being YCurve not YData it really is the same between replicates for same X, namely Y^2 = F (Xi)^2. 

1/Y: The same considerations

1/X^2 and 1/X: also the same weight for each replicate within the same row.

1/SD^2 : also the same weight for each replicate within the same row.

As a result since W1i = W2i = … = WNii = Wi we can rewrite last expression as
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Applying above transformations we have final form of Chi^2 for weighted fitting of Mean/SD/N data format:
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Resume: 

We can perform LS fitting for data that are represented in format Mean/SD/N. We can perform weighted LS fitting for data that are represented in format Mean/SD/N with all kind of weights presented in Prism now (using YCurve not YData for Y-like weights).

When data are presented in format Y/SE/N all above considerations are the same when perform prior transformation of SEi to SDi using Ni.

2) Robust fitting

Algebraic transformations presented above are impossible for Lorentzian merit function. So I do not see a way to represent Lorentzian Chi^2 using Mean/SD/N (seems it’s impossible). As a result robust fitting can be performed using Means only.
3) Outliers elimination
Due to restrictions of the first step (robust fitting) outliers elimination can be performed on Means only. Then, on the second step we can use full info (SD and N) for LS fitting but outliers will be removed basing on Mean info only.
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